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AbstractIn this paper we construct the Calderon Projector for an elliptic operator in divergence form with Lipschitz coefficients on a C1 domain Ω, and we prove some results about the continuity of this operator on the Lp(dΩ) spaces.
The projection on the Cauchy data, usually called Calderon Projector, is one of the most important tools in the study of boundary value problems for elliptic operators.This projector has been constructed first by A. P. Calderon for elliptic operators with Coc coefficients in a Co° domain ( in this case, the projector is a pseudodifferential operator), and it allowed one to formulate non local elliptic boundary value problems, thus extending the classic local elliptic boundary value problems (Lopatinsky conditions)[l], see also [11].For the Laplacian operator, even on a C1 domain, the results of E.Fabes. M.Jodeit and N.Riviere [4] allow us to construct this projector as a continuous operator on Z,^(∂Ω) × Lp(∂Ω), VI < p < ∞ .In this paper we construct the projector for elliptic operators in divergence form 

L = -div(AV) on C1 domains when the coefficients of A are Lipschitz functions, and we obtain the same results as for the Laplacian.In the first section we show how the Calderon Projector is an important tool in the analysis of the solutions of boundary problems like Dirichlet and Neumann, and we recall the classic results about its construction, by means of the layer potentials.In section 2 we analyze the behavior near the diagonal of the fundamental solutions for the operator L, specially the relation with the fundamental solutions for operators in divergence form with constant coefficients.In sections 3 and 4, we prove some contuinity results on the Lp(∂Ω) spaces of the traces single and double layer potentials and the relation with the nontangential limits of the potentials. The main result in this section is Theorem 3.3, where we state j?) — y(y)that a singular operator with kernel fc(x, y) = ——------——------------—------- - ■ . where
δ ∖B(x.φ(x))(x - y,<t>(x) - o(j∕))∣p
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B is an n × n matrix with Lipschitz coefficients, and η, φ are two Lipschitz function, is a continuous operator on Lp(IRn).Indeed we prove that it is a Calderon-Zygmund operator (we give the proof in the Appendix).In section 5 we prove the invertibility results that are necessary for the analysis of the Dirichlet and Neumann problems for L in a C1 domain, then we prove some regularity theorems that are necessary for the construction of the projector.Finally, in section 6 we construct the Calderon Projector for our case, taking into account the results obtained in the previous sections.
1 PreliminariesIn this section, we will show the construction of the Calder0n Projector in the smooth case.Let A(X) = be a real, symmetric, n × n matrix, with .4(JV) ∈Coc(IRn). and uniformly elliptic, i.e. there exists λ > 0, such thatA∣ξ∣2≤M(X)ξ,ξ)≤λ-1∣ξ∣2 (1.1)for all ξ ∈Rn∖{0}.Let us now consider the elliptic operator L = -div(A(X)V) in a C°° domain Ω C IRn, n > 3. For X ∈ Ω and Q ∈ ∂Ω, the potential operators of single layer 5. and double layer 7^ are defined by

Sf(X)= i K(X,Q)f(Q)dQ, (1.2)
J ∂Ω

Tf(X) = fdn ∂ηA(Q)K(X, Q)f(Q)dQ (1.3)
where K is a symmetric fundamental solution for L, ∂ηA(Q} = (A(Q)X7q, Nq), Nq is the unit normal vector to ∂Ω in Q, and we have denoted by dQ the surface measure.Take Ω, D Ω and u(X) C C,θo(Ω') to be a solution for Lu = 0 in Ω, then we have the well known representation formula:u(X) = -⅜a(q)K(X,Q)u(Q) + A'(X, Q}∂ηAu(Q)dQ (1.4)
By means of the layer potential operators, we can writeu(X) =-Tu(X) + 5(⅜λu)(X), X∈Ω (1.5)
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And taking limits (non-tangential) for X → P ∈ ∂Ω, we have
u(p) = 2U^ ~ τu(p^ + s(dr)Au){P) (1.6)

where S and T are the respectives traces of the single and double layer potentials, i.e
Tf(P) =vpfdn(A(QWQK(P,Q),NQ)f(Q)dQ. (1.7)

and since the singularity of K(X,Q) is integrable, even when X ∈ ∂Ω. the corresponding trace is given by
Sf(P)= [ κ(P,Q)f(Q)dQ, p e∂Ω. (i.8)Jan

If we consider for example, the Dirichlet problem for L in Ω, with boundary value u = f in ∂Ω. tve obtain the following identity:
Sg = (T+1-I)f (1.9)

where g = S~l(T + ∣Z)∕ = dgAu is the unknown data on ∂ΩWe can also see the problen in a diferent way: we define the operators2>∕(X) = ⅜λw ∕* dgA{Q]K(X,Q)f(Q)dQ (1.10)
J ∂Ωand

Df(P) = limd¼(p)T∕(X), P ∈ ∂Ω. (1.11)Now, taking the conormal derivative on ∂Ω of equation (1.5), and considering the boundary values f and g, we have:
Df = (Tt-±Γ)g (1.12)

where Tt is the adjoint operator of T.On the other hand, given two functions, f and g ∈ Coo(∂Ω), we defineW(M)W = -Tf(X) + Sg(X). (1.13)
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It is obviously a solution for Lu = 0 in Ω.And= Φ - ÷ ⅛(P) (1.14)
(taking this limit by nontangential inner cones to ∂Ω).Also under enough regularity hypotheses,

= -p∕(p) + (∣ + Tt)9(P). (1.15)
Now, if we write the following matrix operator:∕l'-p s ∖P= (1.16)∖ -D ⅛I + Tt )

we have that ImP C {(u∣afl , ∂t]au∖9q) : Lu = 0 en Ω}. As we have just seen, if we take (/,5) ∈ {(u∣an , ∂ηAu∖dςι) : Lu = 0 in Ω}, then =
Definition 1.1 With the hipotheses and the notation considered above, the Calderon 
Projector for L in Ω is the operator P given by 1.16. And this operator has the 

following properties:• P : C00(∂Ω) × C,oo(∂Ω) → C00(∂Ω) × C00(∂Ω)• P2 = P
• ImP — {(u∣3ii, ∂ηj4iι∣9fl) : Lu — 0 in Ω}• P is a pseudodifferential operator.For the details of the construction of this operator in the smooth case (as we have just considered, and for more general elliptic operators) see for instance, Calderon [1]∙ As we have seen, the projector P depends on the fundamental solutions of L (really we have a family of projectors!), then we will construct P for a suitable fundamental solution of the operator L = -diυ(A∖7), when the matrix A has Lipschitz coefficients and L is defined on a C1 domain.
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2 About the singularity of fundamental solutionsThe main tool in this section is the work of Griiter and Widman [5] where they analyze the properties of the Green function for an elliptic operator, with even less regularity than Lipschitz coefficients.Let A(X) = (atj(X))^=1 be a real, symmetric, η × n matrix, uniformly elliptic, with Lipschitz coefficients, i.e., ∣αlj(X) - αij(y)∣ < cij∖X - y∣ ∀ X,Y ∈ ]Rn. We denote A! = maxctj. 1 < i ≤ η, 1 < j ≤ n.Let Ω C IRn be a bounded and Lipschitz domain and consider the elliptic operator L — -div(A(Xγj} on this domain.
Definition 2.1 We say that u ∈ W12ioc(Ω) (where W12(Ω) = {f ∈ L2(Ω) : Jn ∣∕∣2 ∫ω ∣V∕∣2 < ∞}, the usual Sobolev space) is a solution for Lu = 0 in Ω if

Definition 2.2 We say that K(X,Y} is a fundamental solution for L m Ω if 
"L(K(X,.)) = LK(.,X)) = δx,,. and if we put u(X,Y) = K(X,Y) - G(X.Y). 
then u ∈ W12(Ω) is a solution for L in the two variables and G(X,Y} is the Green 
function for L in Ω.For the definition and properties of the Green function in this case, see for instance [5]. For any fundamental solution, near the diagonal X = y, we have the same behavior as for the Green function and its derivatives proved there, but we need a more accurate analysis of their singularities. Then, we state the following theorem:
Theorem 2.1 Let L be the elliptic operator defined above, in a bounded. Lipschitz 
domain Ω C fftτι,n > 3, and let K(X,Y) be a fundamental solution for L. then ∀ X.Y ∈ Ω : X ≠Y,∖VγK(X,Y) - ∖7γKx(X,Y)∖ < C(Ω,λ,n,δ(X),δ(Y), A')∖X - y∣2^n, (2.1)
where Kx(Z,Y) is a fundamental solution for the elliptic operator with constant 
coefficients Lx = -divγ(A(X)S7γ), and δ(Z) = dist(Z,∂Ω).Z∕X,y∈ΩccΩ, then C(Ω,λ,n,δ(X),δ(Y)) ≤C(Ω,Ω,A.n). (2.2)
Remark 2.1 As is natural, it is also true that∖K(X, Y) - Kx(X, y)∣ ≤ C(Ω, A, n, δ(X), δ(Y), A,)∣X - Y]3~n, (2.3)
but we do not need this estimate. The proof is easily obtained from (2.5) below.
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Proof. Let X ∈ Ω, then in the distribution sense, V Y ≠ X, vre haveLy(K(z.r) -κx(z.y)) = -divγ{(A(x) - a(Y))vykx(z,y)] = fx,z(γγMoreover Kx(Z, Y) ∈ C0°(Ω ∖ {y}), then we can evaluate this function in
Z = X. and if we put uχ(Y) — K(X,Y) — Kx (X,Y), we have that

Luχ(Y) = fx(Y) ■ with ∖fx(Y)∖ < Cn,Λ<∣X - y∣1"n. (2.4)
Then, for uχ(Y) we have the following representation formula:

uχ(Y)≈- [ fχ(Z)G(Z,Y)dZ + [ {A(Q)VqG(Y,Q), Nq) uχ(Q)dQ (2.5) 
Jω J∂a∀X, y ∈ΩιX≠y. (We don’t prove this formula here, it follows taking into account that A has Lipschitz coefficients and the estimates in [5]). Now, differentiating with respect to V), we see⅜uχ(y) = - [ fχ(Z)∂γιG(Z,Y)dZ + [ {A(Q)∂γyqG(Q,Y), Nq) ux(Q)dQ.
Jn J∂Q

then
∣Vyuχ(y)∣ ≤ Cλ,n,A- f ∖Z-X∖1-n∖Z-Y∖1~ndZ + Cλ [ ∖Q-Y∖~n∖Q - X'2 ndQ 

Jn J∂n

< cx,n,A-\x - y∣2-n + c√(y)-n<5(x)2"n∣∂Ω∣
Then for each X ∈ Ω, and V Y E. Ω∣VyK(x.y)-VyKx(x,y)∣ ≤ c(Ω,A'j(x),<5(y),∏)∣x-y∣2^π.and we also obtain the estimate (2.2) for the function C(Ω, A', <5(X), 6{Y), n) □
3 Existence and continuity on Lp of the trace single and 

double layer potentials for L. The relation between 
the nontangential limits of the double layer potential 
and its trace.In the analysis of the layer potentials operators for the Laplacian, we need to know 

τ](x) — η(y)the continuity of operators with kernel k(x,y) = —--------- —— ,z ,λ∣τ,, with η and∣(x - y,<p(τ) - <t>(y))∖n
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Φ Lipschitz functions from IRn 1 to IR,. These operators are included in the family of operators with kernels ⅛(x,y) = F —1—, where F is an analytic∖ (x-y) J χ -yfunction in a disc depending on the Lipschistz constant of φ, and it is well known that these are Calderon- Zygmund operators [3]. But in this work, we are interested 77(iΓ ) — 7?(7/),πoperators with kernel *⅛s,) = wh,th B(X) an(n × n) matrix, uniformly elliptic, and with Lipschitz coefficients. For these operators, in Theorem 3.3, we obtain the same result as in the case B = I.

Definition 3.1 Let Ω C IRn be a bounded domain. It is called a Lipschitz domain, if 
we can cover a neighborhood of ∂Ω by finitely many balls B so that, in an appropriate 
orthonormal coordinate system, B ∩ Ω = {(x,s) : s > φ(x)} ∩ B, where (x,s) : x ∈ IRπ-1, s ∈ 1R, and φ : IRn~1 —> IR is a Lipschitz function, with Lipschitz constant 
M < 00, i.e. ∣≠(τ) — <∕>(2∕)∣ ≤ M∖x — y∖, Vx,y CE lRn~1, with <∕>(0) = 0. The domain 
is called a C1 domain if φ can be chosen to be of class C1Let K(X,Y) be a fundamental solution for L in a domain Ω' C lRn,n > 3, and let Ω C Ω' : d(Ω, ∂Ω') = d > 0 be a Lipschitz domain.Now', we recall that the double layer potential in Ω of f is given by

Tf{X) = [ (A(Q)VqK(X, Q), Nq) f(Q)dQ, X ∈ Ω (3.1)Jan
where Nq is the outer unit normal to ∂Ω in Q. On the boundary, the trace of the double layer potential is defined as follows: for P ∈ ∂Ω let

T√(P) = [ {A(Q)VqK(P,Q),Nq) f(Q)dQ, (3.2)√an,∣p-Q∣>i
and. when it make sense,

Tf(P) = vpf9n{A(Q)\7QK(P,Q),NQ)f(Q)dQ = limT√(P). (3.3)
Similarly, the single layer potential of f is given by

Sf(X)= [ K(X,Q)f(Q)dQ, X e∏ (3.4)
J∂Q,and since the singularity of K(X,Q) is integrable, even when X ζ ∂Ω. the corresponding trace is given by

Sf(P)= ί K(P.Q)f(Q)dQ, P ∈∂Ω. (3.5)
J∂il
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Obviously, it is a continuous operator on Lp(∂Ω). And, for the trace of the double layer potential, we have the following result:
Theorem 3.1 Let L = —dw(AV), in a bounded Lipschitz domain Ω C IRn, n > 3, 
and A(X) a symmetric n × n matrix with Lipschitz coefficients such that, Λ∣ξ∣2 ≤ (A(X)ξ,ξ) <A-1∣ξ∣2,∀X∈Ω.

Let Tef(P) be the truncated trace double layer potential given by (3.2). Then the 
mapping T*f(P) = supe>0 ∣Te∕(P)∣ is bounded in L2(∂tt) ,andTf(P) = limt→0 Te∕(P) 
exists pointwise a.e and is a Calderon-Zygmund Operator. Moreover, when Ω is a 
C, domain. Tf(P) is compact in Lp(∂Ω), 1 < p < ∞.
Proof. We will not give here all the details of the proof, because most of them are the same than for the Laplacian operator (i.e, when A = /), see [4]. We prove the results where there are differences due to the Lipschitz coefficients of the matrix A.First of all, we will use the relation established in Theorem 2.1 for the fundamental solutions: Let us consider the operator Lx = -divγ(A(X)Vy) in the domain Ω'. and let

Kx(Z,Y) = Kx{Z -Y) = —----- L— ∣deL4-5(X)∣∣A-⅛(X)(Z _ y)∣2^" (3.6)(n - 2)ωnbe the homogeneous fundamental solution for Lx. Taking now Z = X, and differentiating in Y, we obtain:„ r,χ,vv> 1 ,j .-½vsi A-1(X)(X-Y) VyK⅛,Y) =------ ∣detA 2(X)∣------ ------------------ ⅛, (3.71
ωn μ-2(x)(x-r)∣And for this particular fundamental solution, we have V X, Y ∈ Ω :∣VyK(X, Y) - VγKx(X, Y)∣ ≤ C(Ω, Ω', A, A')∣X - Y∣2-" (3.8)

where A' is the Lipschitz constant of the matrix A.Now, let Te be the operator defined in (3.2), then we have
T√(P) = [ {A(Q)\7Q(K(P,Q)-Kp(P,Q)),NQ\f(Q)dQ

J ∂Q, P-Q >e λ /

+ [ ((A(Q) — A(P))S7qKp(P,Q),Nq∖ f(Q)dQ
J ∂il, P-Q >e λ '

+ f A(P)VQKp(P,Q)NQf(Q)dQ
J ∂Ω, P-Q >t= T1√(P) + T2,√(P) + τ3√(P)
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Clearly Tif(P) = lime^o Tltf(P), i = 1,2 exist pointwise a.e. in ∂Ω and in ZΛ(∂Ω), 1 < p < oc, because both operators have integrable kernels (using 3.8 for Tlt and the fact that the matrix A is Lipschitz for T2,e, both kernels are bounded by C∣P-Q∣2~n, with C depending on A',Ω,Ω',A, and n). Moreover they are compact operators in Lp(∂Ω), 1 < p < ∞.Now, we only need to analyze T3jt. We put Ti = T3,e, and using (3.7), we have
f√(P) = -ωn-1∣deM-∣(P)∣ i (P-Q,Xq) fq

J ∂Ω,∖p-Q∖>t μ-2(P)(P - Q)∣In order to establish the continuity in Lp(∂Ω) of this operator, we begin studying the operator
Kef(x)= ί k(x,y)f(y)dy, (3.10)

√∣x-j∕∣>ewhere ⅛⅛i,)= (311) ∣A 2(x,φ(x))(x - ι∕,≠(x) - ≠(y))∣And we have the following result:
Theorem 3.2 Assume φ : IR"~1 → IR. is a Lipschitz function with Lipschitz con
stant M < ∞. Let k be the kernel in (3.11). and Kif the operator defined in (3.10). 
Then the mapping K* f(x) — supe>0 ∖Kff (x)∣ is bounded in L2(IRn~1). Furthermore limf→o Kef(x) = K f(x) exists poιntwιse a.e. and is a Calderon-Zygmund operator. 
Moreover when φ ∈ C1, K is a compact operator in Lp(IRn-1), 1 < p < ∞.

Proof. By taking into account the next theorem, the proof follows as in the case 
A = I.

Theorem 3.3 Let φ and η be two Lipschitz functions in IRn~1, and B(X) an n×n 
matrix, uniformly elliptic with Lιpschιstz coefficients, i.e there exist μ and A, such 
that μ∖ξ∖2 < (S(X)ξ,ξ) ≤ A∣ξ∣2, uniformly in X E IRn, and ∖Biιj(X) — Bij(Y)∖ < 
B'∖X -y∣,∀ X,Y ∈Rr*, ∀z,j = 1,..., n. Let

κt(β)f(χ) = f tit( }}∖rtfWy
J∖x-y∖>e ∖B{x,φ{x)){x - y,φ(x) - φ(y))∖

Then K*(B)f(x) = supe>0 ∖Ke(B)f(x)∖ is a bounded operator in L2(Rn-1). 
Moreover, there exists limf→o Ke(B)f(x) = K(B)f(x) a.e. x ∈ IRn~1 and in L~. 
then K(B) is a Calder on-Zygmund operator in IRn-1.
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Proof. The proof involves very cumbersome technicalities and will be included as an Appendix.
Theorem 3.4 Let Tc be the operator defined by (3.9) in a Lipschitz domain Ω. 
Then T*f = supf>0 ∣Te∕∣ is bounded in L2(∂Ω), there exists Tf(P) = lime→o Tff(P) 
pointwise a.e. and T is a Calderon-Zygmund operator.
When Ω is a C1 domain. T is a compact operator in Lp(∂Ω), 1 < p < ∞.

Proof. By means of a partition of unity argument and by passing to local coordinates. the theorem is readily seen to follow from the corresponding statements for the Euclidean operator
-ω~1∖detA~ι(x,φ(x))∖KJ(x) (3.12)

where
Ktf(x)= ί k(x, y) f (y)dy, (3 13)

Jutwith k(x.y) the kernel defined by (3.11), φ : IRn-1 → IR a Lipschitz function as in definition 3.1, and lAi = {y ∈ IRn-1 : ∣x — y∣2 + (φ(x) — √>(y))2 > e2}. By the hipotheses on the matrix A, we see ω~1∣detA~ι (P)∣ ∈ L0°(∂Ω), then it’s enough to proof the theorem for the operators Kt. We begin showing that
sup∖Kif(x) — Ktf(x)∖ < CMf(x), x ∈ IRn-1 (3.14)
€>0where Kf is the operator in (3.10), Mf(x) the Hardy-Littlewood maximal function, and C is an absolute constant which depends only on the Lipschitz constant of φ and on the ellipticity constant λ. LetΔJ(ι) = Kef(x) - Kif(x) = ί k(x,y)f(y)dy (3.15)

¼e)

where R(e) = {y ∈ IRn^1 : ∣x — y∣ ≤ e, and ∣τ - y∣2 + ∣<∕>(τ) — 0(y)∣2 > e2} For 
y Q. R(c), we have ∣fc(z,y)∣ < Ce1~n, with C depending only on M and λ, so

sup∣∆e∕(x)∣ ≤ Csupe1~n ί ∖f(y)∖dy<CMf(x) (3.16)
c>0 6>0 J ∣x-y∣<e

and (3.14) follows. In turn, (3.14) gives K*f(x) < K*f(x) + CMf(x), and consequently by theorem 3.2, ∣∣∕C* f(x)∣∣2 ≤ c∣∣∕∣∣2 as we wanted to show. In order to prove
10



the existence of the principal value Kf(x), we shall see that limf→0 ∆f.∕(z) = 0 pointwise a.e.. It's enough to see it when f is a Lipschitz function. We return to the notation P = (ι,φ(x)), Q — (y,φ(y)), Nq = (-V√>(y), 1), dQ = dy. Now, almost every ∙i' ∈ IR"-1 is a Lebesgue point for Nq, i.e. lιmf→0e1^n J∣x-j,∣<e ∖Nq - Np∖dQ = 0. Then replacing for all Lebesgue point of Nq, Nq by Np. we only need to see
ί P - Qhm / ------i--------------------dQ = 0. (3.17)

t→°jR(ι) ∖A~2(P)(P - Q)∣"for every x where φ is differentiable. And this statement follows in the same wav that in the Laplacian case, see for instance, Coifman-Meyer [8]. Then Kf(x) exists, and
Kf(x) — lim Kef(x} + lim ∆e f (x)

¢-->0 f→0

= Kf(x), pp x ∈ IRn^1And obviously we have also the compactness of K in Lp(IRn~1) when φ ∈ C1. □And then, we have stated all the results that are necessary for the proof of Theorem 3.1.Next we consider the behavior of the double layer potential Tf(X} given by (3.11 for X near the boundary ∂Ll. Since the notion of nontangential convergence is the appropriate here, we begin by defining inner and outer cones to Ω.
Definition 3.2 Given P ∈ ∂Ll, Γ(P) will denote the doublely truncated cone, with 
two convex components, non empty, with vertex at P, one component in Ω and the 
other one in IRπ ∖ Ω.

Let Φ : IRn^^1 —> IR. be a Lipschitz function as in Definition 3.1, with Lipschitz 
constant M. If we note X = (∙r,t) the points in Ω with x E. IRn~1, and t ∈ 1R. 
and P = (xq,<P(xo)) a fixed point in ∂Li. we can assume that Ω is globally defined by 
t > φ(x). Let a > M, then for each P ∈ ∂Q we have a nontangential cone, totally 
included in ΩΓα(P) = {(z, t) : t > φ(x), t - Φ(xq) > α∣x - xol} ∩ B(P. τ) (3.18)
with τ a constant depending only on a and Ω. Similarly we can define the outer
cones as

Vea(P) = {(x.t) : t < φ(x), t - Φ(xq) < -α∣x - xqI} ∩ B(P. τ) (3.19)
11



Theorem 3.5 Let Tf(X) be the double layer potential corresponding to a Lipschitz 
domain Ω given by (3.1), and let consider

Nau(P) = sup ∣u(X)∣ (3.20)X∈Γo(P)(A„u(P) = supχ∈re(p) ∣u(X)∣). Then if f ∈ Lp(∂Ω), 1 < p < oo. given a as in 
definition 3.2. we have

∖∖Na(Tf)∖∖p, ∖∖N⅛Tf)∖∖p < c∖∖f∖∖p, 1 < p < ∞ (3.21)
where c depends only on p,a,and λ. Furthermore, for almost every P ∈ <9Ωlim Tf(X) = (T-±)f(P) (3.22)x∈ra(p),x→p 2

lim 7"∕(X) = (T + J)∕(P) (3.23)x∈Γ'(p),x→p 2
where Tf(P) is the trace double layer potential given by (3.2).

Proof. As in Theorem 3.1 we only need to study the operator
T3f(X) = ld^A(XWQKx(X.Q),NQ}f(Q)dQ,

where Kx (X, Y) is the function given by (3.6).Let φ be a Lipschitz function as in Definition 3.1. we denote X = (x, t), with t > 
φ(x) the points in Ω, and Q = (y,Φ(y)) or P = (xo,<⅛(≈o)) the points in ∂Ω (depending on the context we shall use the different notations). Now, let a and M be constants such that a > M > ∣∣V<∕>∣∣0θ, Γα(P),and Γ'(P) the inner and outer cones defined by (3.18), and (3.19) respectively. By the definition of Kx(X, Y), the kernel of the operator T3 is

where
Now, taking e = t — Φ(xq), for (x,t) ∈ Γα(P)

(3.24)
(3.25)
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and k(x.y) is given by (3.11). Moreover there exists C = C(M,a,λ.A'), such that∖Rt(x0,x,y)∖ < Ce1~n, for ∣x0 ~ y∖ < e (3.26)
and ∣∙Re(xo, x,y)∖ < Ce∣XQ - y∣-n, for ∣x0 ~y∖≥e (3.27)
The proof of these estimates is merely technical, then we have omitted it. but it follows esentially by taking into account that the matrix A is uniformly elliptic and it has Lipschitz coefficients, all the details are in [10].By other hand, cj^o.,z∣>e ∣x0 - y∖~n∖f(y)∖dy < CnMf(x0), where Mf(x0) is the maximal function of Hardy-Littlewood. ThenΛrα(T3∕)(P) ≤ Cλ.n(T7(P) + M∕(P)) (3.28)
where T*f(P) = supf>0 I f kf(φ.x. y)f(y)dy∖. Now by Theorem 3.2,l∣ΛΓa(T3∕)llp < cn,λ∣∣∕∣∣p, ∀l<p<∞and (3.21) is proved.To see the nontangential boundary values of Tf(P) we consider f ∈ Lip(∂Ωι. then

Tf(X) = i (A(Q)VqK(X,Q),2Vq)[∕(Q)- f(P)]dQ
J∂Ω

+ f(P) i (A(Q)S7qK(X,Q).Nq) dQ
J∂Ω= Λ + P>∙

Since ∣∕(Q) -∕(P)∣ < C∖Q — P∣, the integrand of I↑ has a summable singularity and the limit exists, and it is Tf(P) + 1∕2∕(P), and the integral in I? is ≡ -1, V X ∈ Ω (both results follow in the same way that for the Laplacian operator, essentially because we can apply Green’s theorem, the technical details are in [101), then we have lιm T∕(X) = (T-J)∕(P) xer(P),χ→F ’ v 2'j' '
13



and taking the limit by outer cones we have :lim T∕(X) = (T÷i)∕(P) x∈Γ'(P),x→p 2By the continuity in Lp of the nontangential maximal function, we have the continuity for all f ∈ Lp. □
4 The single layer potential. Its gradient.In this section we are interested in the nontangential limits of the gradient of the single layer potential defined by (3.4), when X approaches the boundary.We will need the following result:
Theorem 4.1 Let T)f(P) be the potential corresponding to a Lipschitz domain de
fined as

TtJ(P)= f (A(P)VpK(Q,P),Np)f(Q)dQ, Pζ∂il. (4.1)
J ∂Q, P-Q >e

Then the mapping (TtYf(P) — supe>0 ∖T*f(P)∖ is bounded in T2(∂Ω), Ttf(P) = limf→0 T*f(P), exists poιntwιse a.e. and Tt is a Calderon-Zygmund operator. 
Moreover, when ∂Ω ∈ C1, Ttf(P) is compact in Lp(∂Ω).

Proof. We only need to prove that limt→0 T*f(P) exists, the other statements follow from Theorem 3.1 (because in this case, the operator Tt is the adjoint operator of T). As in this theorem we compare the fundamental solution for L with the fundamental solution for Lγu(X) = -div(A(YyVu(X}), given by (3.6). Now. the relevant operator has distributional kernel
{A(QWpK^(Q,P),Np).and the proof is almost the same that in Theorem 3.4. □From now on, in order to do the notation easier, we shall consider symmetric 

fundamental solutions.

Theorem 4.2 Let Ω be a Lipschitz domain, for f ∈ Lp(∂Ω), 1 < p < ∞, and X £ ∂Ω. let Sf(X) be the single layer potential given by (3.4)· Then there exist numbers 
a depending only on Ω, so that Na(∖V S f∖)(P} and N^{∖XS∕∣)(P) belong to Lp(∂Ω}. 
and there is a constant c which depends only on p, a, and λ so that∣∣Nα(∣V5∕∣)∣∣p, ∣∣7Vae(∣V5∕∣)∣∣p ≤ c∣∣∕∣∣p, l<p<∞ (4.2)
Furthermore, hmxera(P).x→p (A(P)VSf(X),Np) = (Tt + ∣)∕(P) and 
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limχ-Γ'(F).x-→p (A(P)VS∕(X). Np) = (Tt-⅛)f(P) exist poιntwιse for almost every 
P ∈ ∂Ω.
Proof. Observe that V5∕(X) - i VxK(X,Q)f(Q)dQ,

J∂Q,then the proof of estimates (4.2) follow along the lines of Theorem (3.5) and is therefore omitted. For the nontangential convergence it suffices to prove the existence of the pointwise limit for almost every P ∈ ∂Ω when f ζ Lip(∂Ω). The proof is again taking fundamental solutions for elliptic operators with constant coefficients. Let 
Kx°(X.Y) be the fundamental solution for Lx° = -dw(√4(X0)V) given by (3.6). then the single layer potential in this case is given by

Sx°f(X)= [ Kx°(X,Q)f(Q)dQ.
J∂QAnd we know that

limx∈rα(P),x→p ^A(Λo)VSλ'0 f(X), Np^ = (4.3)⅛∣⅛M-⅜(X0)∣φ⅛ ∑∕(p) -
Now, returning to the gradient of the single layer potential for L. we write

(4.4)Clearly, as the limit in (4.3) exists pointwise for almost all P ∈ ∂Ω. and as the matrix A is defined in all Ω, we can take Xq = P. then
(4.5)
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Now. Q ζ, c)Ω and - X ∈ Γα(P), by the properties of the matrix A and of the fundamental solutions involved, we have that∖VxK(X,Q) - VxKp(X,Q)∖ < C∖P — Q∖2~n (4.6)where C is a constant depending on Λ,n,α and on the Lipschitz constant for A. Then by Lebesgue dominated convergence,
⅛il = j^(A(p)(XxK(P.Q) -VxKp(PQ)fiNp} f(Q)dQ (4.7)

Now. by (4.7). and (4.5)
x^JA^SfWXp) = (T< + i4∙8i

and in the same way.
{x^^x^P}{A(P^Sf{X}'Np} = {Tt - '4'9'

5 Invertibility theorems. Dirichlet and Neumann prob
lems.

5.1 Invertibility theorems on Lp(<9Ω).Let us first describe under which conditions we can construct the inverse operators.We consider the operator L = -diυγ(A(Y)∖7) in a bounded and C1 domain Ω' C IRn,n > 3. where A(Y) is a real, symmetric, n × n matrix with Lipschitz coefficients in Ω' and uniformly elliptic, and let ΩbeaC1 domain such that Ω C Ω'. Henceforth, we will take as fundamental solution, the Green function for L in Ω'. i.e.. the symmetric and positive fundamental solution vanishing on ∂Ω', and we will note it by G'(X.Y) (also we can take a fundamental solution with the same behavior at the infinity). In the following sections, we will note by Q and G. the double layer potential and its trace, related to the fundamental solution G'.
Remark. Some proofs in this section make use of some ideas developed in [12?

Theorem 5.1 Assume Ω is a bounded C1 domain and Ω'  Ω is connected. Let 
Gf(P) denote the trace double layer potential defined by (3.3) with K(X,Y) = 
G'(X. Y). Then G — ∣Z is invertible on Lp{∂Ll) for each 1 < p < oo.
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Proof. We show in fact that the adjoint of G - ∣Z, i.e. Gt - ∣Z. is invertible on 
Lp(∂Ω}. Since, by Theorem 4.1, Gt is compact in Lp(∂Ω), it is enough to prove that Gt — ∣Z is injective (by Fredholm’s theory). First we observe that if f ∈ ZJ,(∂Ω), and (Gt — ∣Z)∕ = 0, then f ∈ Lq(∂Ω) V q : 1 < q < ∞. (the proof is no different than that for L = Δ, in [4]). Now consider the single layer potential of the function / over ∂Ω i.e.,

Sf(X)=i G'(X,Y)f(Y)dY (5.1)
J∂ΩBy the ellipticity condition and applying the Green’s theorem , we haveA ί ∖VSf(X)∖2dX < f A(X)VSf(X))VSf(X)dX 

Jil'∖Ω J∩,∖Ω
< - i ∂eηASf(Q)Sf(Q)dQ = 0 (5.2)Janwhere (∂eηA) = li≈⅛∈re(Q),x→Q (j4(Q)^7<S∕(X),-Nq), and we have used the fact that Sf(X) is a solution in Ω' ∖ Ω, and Sf(P) ≡ 0 in ∂Ω'. By Theorem 4.2, the last integral in (5.2) is absolutely convergent and (∂eηA)Sf(Q) = (Gt — ⅛I)f(Q') = 0 a.e. in ∂Ω. Therefore Sf(X) is constant on Ω' ∖ Ω, and since Sf = 0 on ∂Ω'. by continuity Sf(X) ≡ 0 in Ω' ∖ Ω and Sf ≡ 0 on ∂Ω. Now, in the same way as for Ω' ∖ Ω, we can see Sf(X) is constant on Ω. Thus Sf(X) ≡ 0 on all Ω' so that ∂ηASf(Q) = (Gt + ∣Z)∕(Q) = 0 for almost every Q ∈ ∂Ω, and we conclude for these Q, f(Q) = (±1 + Gt)f(Q) ~ (Gt - ±I)f(Q) = 0. □

Theorem 5.2 Assume Ω is a bounded, connected, C1 domain, and let Gt be the 
operator defined in Theorem 5.1. Then for each 1 < p < oo, Gi + ∣Z is invertible in 
Lθ(∂Ω). where

Lg(3Ω) = {∕ ∈ ZΛ(∂Ω) : [ f(Q)dQ = 0}.
J∂Ω

Proof. Since the single layer potential is a solution for Lu = 0 in Ω, and we can apply the Green’s theorem, we have [ ∂ηA<p∖Sf(P)dP = [ (^Z + Gt)f(P)dP = 0.
J∂Ω J∂Ω 2For the invertibility on Lθ(∂Ω), again by the compactness of the operator Gt, it is enough to prove that Gi + ∣Z is injective. As in the previous theorem, if we choose 

f ∈ Lp(∂Ω) such that f = -2Gtf, and f f(Q)dQ = 0, then f ∈ Z,ρ(∂Ω), V 1 < Jan
q < ∞.Now, integrating by parts we get,

/ ∣VS∕(X)∣2dX < A-1 [ (Gt + ⅛P)f(Q)Sf(Q)dQ = 0.Jn Jan 217



Hence Sf(X) is constant in Ω. By other hand, by the hypothesis over f we have .βΩ(-p + G')∕(QMQ = - .∕an∕(Q)dQ = O, then

By definition Sf(P) = 0 on ∂Ll'. then we conclude that Sf = 0 on Ω'. and then 
/(P) = 0 on ∂Ω (as we have seen in Theorem ). so Gi + ∣Z is injective on Z^(∂Ω). □
5.2 Dirichlet and Neumann problemsOnce we have proved the previous theorems, the proof of the existence and uniqueness of the solutions to the Dirichlet and Neumann problems with boundary values in Lp(∂Ω) follow in the same way that the proof by Fabes. Jodeit and Riviere in >4’. when L = Δ. Then we only mention the statements and how the solutions may be represented by potentials of Lp(∂Ω) functions.
Theorem 5.3 Suppose Ω is α C1 domain and Bn ∖ Ω is connected. Given f ∈ Lp(∂Ω)). 1 < p < ∞, there exists a unique function u(X) defined in Ω such that 
Lu = 0. and• Λ'α(u) (defined in (3.20)) belongs to Lp(∂Ll). and ∣∣7Va(u)∣∣p ≤ c∣∣∕∣∣p. with < 

independent of f, moreover, a.e on ∂Ω limγ→,p χ∈r(p) u(X) = f(P)

• u(X) is the double layer potential of (G —∣I)~1 f(P) over ∂Ω, defined by mean 
of the Green function defined before, i.e

u(X) = [ (A(Q)VqG'(X,Q),Nq)(G- ⅛-1∕(QMQ√3Ω 2
Theorem 5.4 Suppose Ω is a bounded, connected. C1 domain, and Rn ∖ Ω is con
nected. Given g ∈ Lp(∂Ω)), 1 < p < ∞, with fdttg(Q)dQ — 0. there exists a 
function u(X) defined for X∈Ω such that Lu = 0. and

• The nontangentιal maximal function (defined by (3.20) ofVu belongs to Lp(∂Ω). 
and we have ∣∣Na(∣Vu∣)∣∣p < c∣∣p∣∣p with c independent of g. Moreoverlιm (A(PγVu(X).Np} = g(P}X→P,X∈Γ(P)
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• The function u(X) is uniquely determined up to a constant and can be taken 
as the single layer potential of (Gt + ∖l)~γg(Q) over ∂Ω. i.e.

5.3 Regularity theorems

Definition 5.1 f ∈ Z^(0Ω), 1 < p < ∞ if f ∈ Lp(∂Ω), and ∕(jt,0(,r)) has distri
butional gradient in Lp(Rn~1) (where φ(x) is given by Definition 3.1). It is easy to 
check that if F is any extension to Rn of f, then VxF(x. Φ(x)) is well defined and 
belongs to Lp(∂D). We call this Vtf. Thenll∕l∣Ly(a∏) = II∕IIp +l∣vf∕∣∣p
Theorem 5.5 . Let Sf(P) be the trace single layer potential over a Lipschitz do
main Ω. then dp: 1 < p < ∞ S : Lp(∂Ω) → Ly(∂D,) is a bounded operator 
Furthermore, if Ω is a C1 domain, then S has bounded inverse on L2(∂Ω).
Proof. By Theorem 4.2 (really from the proof of this Theorem) we also get the existence and the continuity of the nontangential limits of the gradient of 5. by means of Theorem 3.3.As in Theorems 5.1 and 5.2 we see that Sf(P) = 0 a.e. on ∂Ω implies / = 0 a.e. on ∂D. so that S is one to one.Since ∣ ÷ Gt : Lp(∂D,) → Lθ(5Ω) and is invertible on the latter, there exists a unique function ∕o, in the kernel of this operator such that fdςι f<fiQ)dQ — 1. now 
<Sfo is constant on Ω. and the constant is not equal to zero since S is one to one.In order to prove that S is onto we take / ∈ T2(∂Ω) and we consider u such that Lu = 0 in Ω and u = f on <9Ω, then ∂pau(P) belongs to L2(∂Ω) (by Rellich identity, see for instance J. Necas [9]).Now. by Theorem 4.2∂τM<S(∣ I + Gt)~1∂ηAu(P) = dpAu(P).

then S(⅛I + Gt)~1∂ηAu(X) — u(X)+c, by Theorem 5.4, but we have shown that the constants are in the rank of S. then we have f(P) — S(f⅛I + Gt)~l∂ηAU 4- ∕c)(∙P)∙ for almost every P ∈ ∂Ω. Then S : T2(<9Ω) → T2(5Ω) has bounded inverse Ξ
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Theorem 5.6 When Ω is a C1 domain and 1 < p < oo. ⅛I — G : Lp(∂iP -i 
Lpy(∂U) is an invertible operator.

Proof. Given g ∈ Zq(∂Ω), we take v(X) = <S(∣7 - Gt) lS 1g(X). By Theorem 4.2. for almost every P ∈ ∂Ωlira (A(P)Vt>(X), Np'i = S~1g(P).
x→p.xerc(P)obviously v is a solution for Lv = 0 in Ω, and υ — 0 on ∂Ω'. then we can extend this function as 0 outside Ω', and taking X ∈ Ω' ∖ Ω we have

where ∕(P) are the boundary values of v. Taking nontangential limit by outer cones to Ω. we obtain for almost every P ∈ ∂Ω∕(P) = —g(P) + (∣Z + G)υ(P).
then {G — ⅛I)f(P) — g(P), and the operator is onto L'f(∂Ω). Moreover, every 
f E Ll(∂Ω} can be written as S(G, — ⅛I)~1S~lg, for any g ∈ Lj(9Ω), following the previous proof we see (G - ∣Z)∕(P) = ρ(P), thenS(G'- ∣Z)S~1 =G-^Z. (5.3»
and we have proved not only the continuity but also the invertibility from Ly(∂Ω} into Lj(3Ω).In order to prove this result for all 1 < p < ∞, we follow the same idea as in Theorem 3.1, but taking into account that given P ∈ ∂Ω,Gf(X) = G(∕(X) — 
f(P)) -~ cf(P) and that using a local representation in formula (2.5). we get also the following estimate for the function uχ(Y)∙.∖∂xι∂y1ux(Y)∖ < Cn,xRl~n, when P ≤ ∣X - Γ∣ ≤ 2P. (5.4)
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Now. by means of the ideas developped in section 3, the proof follows in the same way as for the Laplacian operator [4]. □
Corollary 5.1 Let Sf(P) be the trace single layer potential over a C1 domain Ω. 
then Vp l<p<∞S Lp(∂Ω) → L^(∂Ω) is an invertible operator

Proof. Following the proof of Theorem 5.5, we only have to see that given / ∈ ∑ι(∂Ω), if we we consider u such that Lu = 0 in Ω and u = f on ∂Ω, then ∂ηAu(P} belongs to Lp(∂Ω).Now, by Theroem 5.6, this solution is given by u(X) = Q((G - 
fr'fW- □
Corollary 5.2 Given f ∈ Zq(9Ω), 1 < p < ∞, for almost every P ∈ ∂Ω there 
exists (∂η^p'lQ)f(P), is a continuous operator from L^{∂Ω~) to Lp(∂Ω), and we havelim iA(P)Vςf(X),Np) = (Gi + ^I)(Gt l-Γ)S~lf(P∖

X—^P,Xζι P∣ £ £

Proof. Define u(X) = ^∕(X), then by 5.31imχ→,pχ∈r(p) u(X) = (G - ⅛I}f(P) = 
S(Gt - ⅛I)S~l f(P∖ by uniqueness of the Dirichlet problem, we have 

gf(X)=S(Gt-^I)S~if(X). so
lim xA(P)Ve∕(X),lVp) = lim (AIPWS(Gt - }-Γ)S~l f(X). Np

x→p,xer(P) x→p,xer(P)  2
= (Gt + ∣∕)(Gt-∣∕)S-1f(P).

And obviously from this we conclude existence and continuity C
6 The Calderon ProjectorAs we have seen in the Preliminaries, the construction and the properties of the Calderon Projector follow from the analysis of the potentials, then now we are in conditions to describe this Projector when the elliptic operator is L = -div(A(Y)∖Jγ). defined in a bounded, connected and C1 domain Ω, and the n χ n (n > 3) matrix 
A is uniformly elliptic with Lipschitz coefficients. We take as fundamental solution G'(X,Y), the Green function on Ω', with Ω' G Ω. Recall that the Calderon Projector P = (Pij)ij=1,2, is given by
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P1,1∕(P) = - lim Gf(X)
X→P,XeΓ(P)Pι,√(P) = lim Sf(X)

X→P,XeΓ(P)P2.1∕(P) = - lim ∂ηΛ(p)Gf(X)
X→P,XζΓ(P) v '

P2.2f(P) = lim ∂ηj4(p}<S∕(X)X→P,X∈Γ(P) v 'where f is defined on ∂Ω, with Ω a C1 domain such that Ω CC Ω'. And S and (√. are the single and double layer potentials respectively, defined by mean of the Green function G'(X. Y)(section 5).
Theorem 6.1 Let Ω be a connected and C1 domain. The operator P defined before 
has the following properties:1 P : Lp(∂Ω) × Lp(∂Ω) → Lp(∂tt) × Lp(∂Ω), with 1 < p < ∞

/ ∣7-G S ∖2. P = I∖ (Gt + ∣∕)(∣Z - Gi)S~1 Gi + ∣1 /
3. IτnP = U = {(u∖ail, ∂ηAu∖dil) : Lu — 0 in Ω, u∖dςι ∈ Lp(βΩ). ∂ηAu∖gςl ∈ Lp(c>Ω)}
4. P2 = P

Proof. We summarize here all the statements proved in the previous sections, e.g.. 
P1.ι∕(P) = (∣∙^ - G)f(P) and is a Calderon-Zygmund operator by Theorem 3.1. and is a bounded and invertible operator in Lp(∂Ω) by Theorem 5.6.Pι,2∕(P) = Sf(P) .Lp(∂Ω) → Lp(∂Ω), is a bounded and invertible operator by Theorem 5.5.
P2,ι∕(P) = (Gt + ∣Z)(∣∕ — Gt)S~1 f(P) and is a bounded operator from Lp(∂Ω} to 
Lp(∂Ll) by Corollary 5.2.
P2,2∕(P) — (Gt + ∣Z)∕(P) and is a Calderon-Zygmund operator by Theorem 4.2. This operator is invertible on Lθ(∂Ω) by Theorem 5.2.Obviously, all these equalities are a.e. P ∈ ∂Ω. And we have described all the properties about the operators involved in P, particularly we have proved the statements 1 and 2 of the Theorem.
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We take now (fig) ∈ Lp(∂Ω) × Lp(∂Ω), 1 < p < oc. then∕f∖ / (l∕-G)∕(P) + Sy(P) ∖∖ 9 ) (G-t + 1J)(17 _ Gt)S-1∕(P) + (Gt ÷ ∣Z)5(P) )
If we put ι∙(X) = -Qf(X) + Sg(X), obviously Lv = 0. and v has boundary values given by P then ImP C U = {( u∣an , 5pAU∣an) : Lu = 0 in Ω. u∣afi ∈Lf(c>Ω). ∂ηAu∖dςι ∈ Lg(∂Ω)}.Let now see that given (/. g) ∈ Z√, we get P = j , and it implies that
U Z ImP. and that P2 = P. By Theorems 5.3 and 5.4. for almost every P ∈ ∂I1 we have ∕(P) = S(Gi + ∣∕)-1y(P) (6.1)
then

(^I -G)f(P) + Sg(P) = -S(Gt-i-I)S~lf(P) + S(Gt+1-I)S~lfiP)

= S[(±I-Gt) + (Gt + ±I)]S~1f(P) (6.2)
= ∕(P)

by (5.3) and (6.1). and(G" + 1-I)φ - Gt)S~1 f(P) + (Gi + ∣Z)5(P) = <∕(P)
by (5.3), (6.1) and (6.2). □
7 Appendix 1.In this section we state the proof of Theorem 3.3.

Definition 7.1
Let be Tf(x) = / k(x, y)f(y)dy. we say that the kernel k(x,y) satisfies "standard 
estimates'’ if it is a continuous function in IRn × IR” ∖ {(x.y) : x = y}. such that 
there exist constants C. andδ. with∖k(x, y)∖ < C∖x - y∖~n
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∖k(x.y) - k(x',y)∖ + ∖k{y.x) - k(y.x')∖ < C∖x - z'∣i∣z - y∣ (n+d',
if ∣z — z'∣ < ∣∣z — y∖. If δ = 1. this second condition is equivalent to∖Vxk(x,y)∖ + ∣Vy⅛(z,y)∣ < C∣τ - y∣~1~n
Definition 7.2
Let be T : D(IRn) → D'(IRn) α linear and continuous operator, we say that T is a 
Calderon-Zygmund operator if,

• there exists a kernel k(x,y) wich satisfies the "standard estimates”.

• < Tf.y >= f f k(x,y)f {y)g(x)dxdy. with f and g two Cx functions with 
compact and disjoint, support.

• T is a continuous operator from L2 to L2.

Theorem 7.1 Let φ and η two Lipschitz functions in IRn-1. and B(X} a n×n 
matrix, uniformly elliptic with Lipschitz coefficients, i.e there exist μ and A. such 
that μ∖ξ∖2 < (B(X)ξ,ξ) < A∣ξ∣2, uniformly in X ∈ IRn, and ∣Blj(X) — B,j(Y)'∣ < 
B'∖X - Y∖y X. Y ∈ IRn. ydi.j = 1.......n. Let

Then K*(B)f(x) = sup(>0 ∣Kt(B)∕(z)∣ is a bounded operator in L2(IRn-1). 
Moreover, there exist lim6→o Kt(B)∕(z) = K(B)∕(z) a.e. x ∈ IRn^1 and in L2. 
then K(B) is a Calderon-Zygmund operator in lRπ-1.
Proof. It is enough to consider the case when η(r} = Xj, because for any Lipschitz function η(x), the proof follows as in the classic case (when B — I), [3].Let now be

k(χ v) = ______________ xj ~ yj______________ (7 1)
{ 'y, ∖B(x.φ(x))(x — y,φ(x) — φ(y))∖n lTaking account that the matrix B has Lipschitz coefficients, this kernel satisfies the "standard estimates”. Now. as in the Method of Rotations, we writeKi(B)∕(r) = ⅛ i k(x.x ÷ y)f(x + y) + k(x.x - y)f(x - y)dy.2 ∙∕∣y∣>e
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now. by passing to polar coordinates, with Σ = {y : ∣y∣ = 1},

Each .r ∈ IRr'^1 can be written uniquely as x = w + ty, where t ∈ IR .and tc ∈ 1' 
(Y denote the hyperplane orthogonal to y wich passes through the origin), with this notation, we have

where
(7.3)

and Fwty(θ} = ∖B(w + ty,φ(w + ty))(y,θ)∖~n is a C°o function in θ. furthermore, we are only interested in θ ∈ [— ∣∣V√>∣∣00, ∣∣V∂∣∣θo], then we assume that given e > 0. suppF C I = [—e — ∣∣ V0∣∣oo, e + ∣∣V≠∣∣oo], so F ∈ L2(Z, dfl)(obviously by mean of convolution with an appropiate mollifier). Then,
Fw,t,y(θ) = ck(w,t,y)ek'+^Φi∖∞θ

keτιwith cfc(w,t,y) = e+∣iv^πgc f Fw,t,y(θ)e ‘k-θdθ. Since Fw,t.j,(0) is a smooth function, the Fourier coefficients c⅛ are rapidily decreasing, then we havel∣Cjt(w, f, 7/)11^(^)^1^ ≤ C, ∀ k and M ∈ 2Z, (7.4)where C = C(∣∣V0∣∣oo, M, λ,μ, n). We will later need this estimate with M = 2Λ^.
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Let now define (7.5)
where η(t) : IR → R is a Lipschitz function, by Lemma 1 in [3], K(t,u) defines a continuous operator in L2(IR), and the norm of this operator is bounded by C(l + i^'llsc)9∙ with C an absolute constant. Now, (7.3) can be written asNw,y⅛u) = ⅛j 52 c⅛(w,t, t∕)JCfcιu,.y(t, u), (7.6)*∈≡where K"fc,w,jz(t, u) is a kernel as (7.5), related to the function= <+Ι!W∣U*" + t≡,>- satisfyin8 ∣W,.√')∣∣∞ ≤ g⅞ < π∣k∣.So. there exists the operator Kk,w.y with kernel Kfe.w,s,(t, it), and it is bounded in L2 as follow:

fc,ιz7,yy^w,y∣∣i2 ≤ C(l + ∣fc∣) ∣∣∕w,yl∣L2(dt) (7.7)
It is obviously a Calderon-Zygmund operator, then we can apply the following result:
Theorem 7.2 fCotlar Lemma) Let T be a Calderon Zygmund operator. Then, 
for all function f ∈ L2(IRn) and ∀ι∈Rn, we have the following inequality

T*f(x) < C(M(Tf(x)) + M(f(x))

whιth C depending of n and of the constants appearing in the “standard estimates” 
of the kernel. M is the maximal Hardy-Littlewood operator, and T* f = supe>0 ∖Ttf∖.We can find the proof of this result, for example in [8] (p.241) .So. we have

(7.8)
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Now, by (7.2) and (7.6), we have

using (7.4). and the estimates in (7.8).So. by Minkowsky inequality and Fubini Theorem, we have

with C a constant, but not always the same.Now, we recall that k(x,y) satisfies the ’’standard estimates”, and we have just seen that the operators Ke(B) are uniformly bounded in e, so, following the classics arguments, there exists K(B)∕(x) = vpKt(β)f(x) V f e B2(IRπ-1). And K is a Calderon - Zygmund operator. □
Remark. I was awarded by the referee about the preprint [7] of Marius Mitrea and Michael Taylor where a similar problem is analyzed by a different way and under differents assumptions, namely C1 coefficients for the elliptic operator and considering a Lipschitz boundary domain.
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